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Abstract: The classification problem of unbalanced instances is rectified using the resampling 
technique which makes the prediction easier by modifying the training data. We have the machine 
learning algorithms to combat the imbalanced classification. Among them, resampling is a useful 
technique which helps to balance the instance based on the classes’ majority and minority by under-
sampling and oversampling methods. However, in spite of its circulation, the sampling has issues in the 
efficient evaluation of small-sized data. This study analyses the sampling with ensembles of decision 
tree classifiers of different split percentages using a diabetes dataset which waver units of imbalance 
and produce better accuracy. The evaluation measure for each replication percentage for REPTree and 
Random Tree classifiers is calculated and the same is interpreted in the Discussion. 
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1. INTRODUCTION 

Massive amount of data has been stored due to the technologies today that have brought extensive signs of 
progress that lead to the production of data and also led to the huge problem in data organization. The data organization 
brings insight to the analytics. Data mining is the process of finding information from patterns derived from the data. 
Many data mining tools are used to build the models to detect the correlation between the data and it is very much helpful 
to predict the behavior of the data. Mainly in the field of health care, data analytics play a vital role because the industry 
has large amounts of data and needs mining to get precise information that benefits society. 

But still issues are there in models predicting accurately to help to diagnose a disease. Nowadays, Diabetes has 
become a global threat to people because it's increasing rapidly and it may lead to more health issues. Hence the diabetic 
data is available in large size and analyst gives more attention to discovering the information from that. Machine learning 
algorithms enable computers to learn efficiently especially while building prediction models. The data is described with 
attributes and classes. The classes are the possible outcomes of the prediction. To do this, the data has been classified by 
the class by considering the features of data already known to be appropriate to the class. Before applying any 
classification algorithm to data, the data has to be pre-processed to improve the performance of a classifier. 

  In this paper, we focus on the methods of resampling the data which may help in prediction better than other 
methods. Here we have used certain machine learning algorithms for classification and predicting the diabetic data 
without applying any feature selection methods. The classification technique is used to produce a more accurate 
predictive model by examining the training data and creating a pattern, which can be applied to predict new instances. 
This paper aims to compare the prediction accuracy and the other metric measures between the original data and the 
resampling data [1]. Sampling methods modify the imbalanced number of instances between the majority and minority 
decision classes. Removing and adding majority instances may lead to losing the information of the original data. Hence, 
dealing with minority instances causes’ better performance while in this process the existing minority instances are 
replicated [2, 17]. 
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WEKA is a data mining tool has data pre-processing tools and machine learning algorithms [16]. Our whole 
experimental approach is supported effectively in a malleable way. It provides filter to apply according to any kind of 
data and has classifier that classify both supervised and unsupervised learning data. 

This paper is prepared as follows: Section 2 contributes an assessment of the related works of our approach. 
Section 3 provides the details about the data used with the description and methods used for the experiment. Section 4 
analyses the results and interprets the comparative outcomes. The clarification of the results is concluded in the last 
section 5. 

2. RELATED WORKS 

The paper aims to analyze the resampling technique in the Prediction of Diabetes. There are many study has 
been done on the domain related to this paper. Some useful works of research are notified here. [4, 5] These papers 
analyse many diseases by machine learning algorithms proving better prediction. [6] Explains the types of diabetes and 
their causes and also brings high prediction accuracy in diabetic diagnosis. The effects of diabetes are described also in 
[7]. [8] Proves Naïve Bayes gives the best performance in predicting diabetic patients by calculating the evaluation 
measures and comparing them to the same classifier.  

Analysis of effective classification algorithm on diabetes prediction is discussed in [9,6]. Lee et al. [10] 
emphasizes relating decision tree classifiers to the diabetes dataset which enhances the performances after smearing the 
resample filter over the data. Comparing the original data set, the resampled data has a notable effect on the performance 
[1]. However, the imbalanced data is not only limited to medical diagnosis makes more methods like sampling are 
incoming [11]. Bagging is best in selecting a boost sample of data which helps to improve the accuracy. However, this 
method is not simple as its structure is not interpretable [12]. Bagging significantly improved the prediction accuracy 
when it was applied with the base classifier REP tree [13]. Rather than decision tree algorithms, ensemble decision 
algorithms produce high accuracy in predictions [15]. Bagging with a REP tree outperforms other methods when it is 
proceeded with gain ratio feature selection [14]. 

However lots of studies have been led, yet there is no precise set of resampling methods that can be well 
thought-out the best performer. These methods surely require more replicated studies with different classifiers and 
different datasets.   

3. MATERIALS AND METHODS 

This section describes the materials and methods involved in this study. Figure 1 clarifies the framework built in 
this experimental study.  

For our study, we have taken diabetes data which is imbalanced [17]. Then using the Weka tool, we First pre-
process the data and apply the filter Resample then classify with the decision tree classifiers (REPTree, Random Tree) 
and calculate the evaluation measures like Accuracy, precision, Recall, F1 score and ROC. Repeat the same with 
increasing the replication split percentage i.e., (0%, 10%, 20%,…,100%). Then compare the results to detect the best 
sampling way to balance the data. 

3.1 DATA SET 

The dataset is derived from Kaggle https://www.kaggle.com/datasets/mathchi/diabetes-data-set. And the 
National Institute of Diabetes and Digestive and Kidney Diseases is its source. The aim of this data is to diagnose the 
patient has disease diabetes or not. This data is about 768 female patients of age 21 and above. There are 7 attributes and 
1 decision class. All the values of the attributes are numerical values and there missing values also. The details of the 
data set attributes are described as follows 
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Figure 1: Framework of our methodology 

3.2 DATA SET DESCRIPTION 

Attribute 1: No. of times female patient gets pregnant 

Attribute 2: Glucose tolerance test (level of plasma glucose) 

Attribute 3: Blood pressure in mm Hg 

Attribute 4: thickness in mm of Triceps skin fold  

Attribute 5: insulin in mu U/ml 

Attribute 6: BMS (Body mass index in kg/(m)^2) 

Attribute 7: Diabetes pedigree function 

Attribute 8: Age 

Attribute 9: Decision Class (0 or 1) 

Class Distribution: Class value 1 is "positive for diabetes" and class value 0 is "negative for diabetes" 

3.3 SAMPLING METHOD 

When a data has binary classification problem (two classes) and also has less data on class 1 and more on the 
other class, the prediction may fall on the majority number of negative classes and since the positive classes which are 
few, become neglected in such a way to get high accuracy of classification. This may lead to loss of the original 
information of the data. To overcome this issue, two methods have been handled and they are sampling methods: under 
sampling and over sampling [11]. 
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This study gives interest to the importance of resampling methods to combat unbalanced data to improve 
classification performance for better prediction. For this sampling method, the data mining tool WEKA is used here. In 
Weka, under the options of filter select the resample method. In our case, for diabetes data, it is supervised learning and 
resample filter techniques were applied before the process for classification. The basic decision tree classifier J48 is used 
to classify the resampled and original data. 

3.4 BAGGING 

In Machine learning, bagging is a classifier which derives subsets of different combinations of training data 
from the original data in order to improve the strength of the training data. So it can be called a meta-estimator which 
reduces the variance between the data by estimating with the decision tree classifier which I act base for it. It randomly 
constructs each set by different combinations of the original dataset after training them. In this manner, each set will be 
independent and the repeated sets will be ignored[15]. It works by voting method that helps to reduce the overfitting and 
at the same time it gives fair variance in reduction. On the whole resampling the data by voting method is bagging. The 
machine learning tool WEKA does bagging associated with the decision tree classifier REP tree. Among many basic 
classifiers, the    REP tree yields the best results with bagging. After creating the resampled dataset by bagging, the 
decision tree classifier REPtree does the classification of that data. 
 

3.5 REP TREE 

Reduced Error Pruning Tree (REP Tree) is a decision tree classifier which acts rapidly in producing many 
decision trees using regression tree logic in various iterations [13]. It constructs the tree with the aid of attribute selection 
information gain ratio and pruning the tree with the assistance of the reduced error pruning method. Among the trees 
getting from different pruning iterations, it picks the best tree. 
 

3.5 RANDOM TREE 

A random tree is a supervised decision tree classifier which has an ensemble learning algorithm to produce 
decision trees by resampling features. So it is associated with the bagging method to choose the random set of data for 
constructing the decision tree [15]. While splitting the nodes, this classifier selects the node among the subset of nodes 
that predicts randomly. On the whole, the training data is resampled like bagging and classified with the random selection 
of nodes that help to produce decision trees are the random tree. It can deal with both regression and classification 
problems. 

4. RESULTS AND DISCUSSION 

This section explains the valuation of our methodology with the diabetic dataset and the evaluation results that 
follow. To evaluate the proposed method, we have used the metrics which can show the value of correctly predicted 
instances over incorrect instances. The decision table is generated using the classifiers and metrics like Accuracy (ACC), 
F1-score, precision, recall, and the ROC Curve were measured. The evaluation metrics used in our methodology are 
explained below: 

A confusion matrix is a value table that is used to review the level of a classification model.  Classification 
models are used to solve problems that have a definite outcome, such as predicting whether an instance is positive or not. 
From the table, we can get True positive, False positive, True negative and False negative [8]. 

Accuracy: It is the ratio of True Positive and True Negative over the total number of classifications. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
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Precision: It is the ratio of True Positive over the total number of positive classifications. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

Recall: It is the ratio of True Positive over the total number of true positive and false negative classifications. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑢𝑟𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

F measure: it is measured using precision and recall which counts false predictions.  

𝐹 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
2 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

After processing the data, the resample filter has been applied in the way to get the replicated data of (0-100) 
percentage in a split of 10. For each split, the concerned data has been classified with ensembles of REPTree classifier by 
bagging and their evaluation measures like Accuracy, Precision, Recall, F1 score and ROC are calculated using the 
confusion matrix. The obtained values are tabulated below in Table 1. 

Like above the same data is resamples with bagging and classified by random tree classifier. The evaluation 
measures for each sample are tabulated below in Table 2. 

Table 1: Evaluation measures of Bagging of REPTree classifier 

S.NO Classifier/ 
Base 
Classifier 

Replication 
in (%) 

Accuracy 

(%) 

Precision 

 

Recall 

 

F1-
Score 

 

ROC 

 

1. 
Bagging/ 
REP Tree 

0 75.2604 % 0.747       0.753     0.748 0.811 

2. 
Bagging / 
REP Tree 

10 84.3602 % 0.842       0.844     0.841 0.915 

3. 
Bagging / 
REP Tree 

20 86.2106 % 0.861       0.862     0.861   0.924 

4. 
Bagging / 
REP Tree 

30 87.976  % 0.879       0.880     0.879 0.924 

5. 
Bagging / 
REP Tree 

40 88.6512 % 0.886       0.887     0.885   0.939 

6. 
Bagging / 
REP Tree 

50 87.7604 % 0.877       0.878     0.876 0.939 

7. 
Bagging / 
REP Tree 

60  88.6808 % 0.887       0.887     0.885 0.946 

8. 
Bagging / 
REP Tree 

70 89.5019 % 0.894       0.895     0.895 0.945 

9. 
Bagging / 
REP Tree 

80 89.0014 % 0.890       0.890     0.889 0.949 

10. 
Bagging / 
REP Tree 

90  89.4448 % 0.894       0.894     0.894   0.957 

11. 
Bagging / 
REP Tree 

100 90.8203 % 0.908       0.908     0.908 0.960 
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Table 2: Evaluation measures of Bagging of Random Tree classifier 

S.NO Classifier/ 
Base 
Classifier 

Replication 
in (%) 

Accuracy 

(%) 

Precision 

 

Recall 

 

F1-
Score 

 

ROC 

 

1. 
Bagging/ 
Random 
Tree 

0 74.6094 % 0.746       0.746     0.746 0.799 

2. 
Bagging/ 
Random 
Tree 

10 89.455  % 0.895       0.895     0.895 0.945 

3. 
Bagging/ 
Random 
Tree 

20 89.7937 % 0.899       0.898     0.898   0.956 

4. 
Bagging/ 
Random 
Tree 

30 91.6834 % 0.918       0.917     0.917 0.958   

5. 
Bagging/ 
Random 
Tree 

40 92.186  % 0.922       0.922     0.922 0.963 

6. 
Bagging/ 
Random 
Tree 

50 92.7951 % 0.928       0.928     0.928 0.970 

7. 
Bagging/ 
Random 
Tree 

60 93.6482 % 0.936       0.936     0.936 0.974 

8. 
Bagging/ 
Random 
Tree 

70 93.1801 % 0.932       0.932     0.932 0.973 

9. 
Bagging/ 
Random 
Tree 

80 93.8495 % 0.939       0.938     0.939 0.976 

10. 
Bagging/ 
Random 
Tree 

90  93.2831 % 0.933       0.933     0.933   0.979 

11. 
Bagging/ 
Random 
Tree 

100 95.3125 % 0.953       0.953     0.953 0.984 

For better understanding, the outcomes of REPtree classifier and Random tree classifier ensembles with bagging 
are visualized in the graphical plots shown in Figs. 2 to 6. From these plots it is easy to interpret the context of our 
paper’s objective. 
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Figure 2: Accuracy of REPTree vs Random Tree 

 

Figure 3: Accuracy of REPTree vs Random Tree 

The graphical plots in Fig. 2 show that the accuracy of Bagging-Random tree classifier gives 95.3% whereas the 
REPTress gives 90.8% of accuracy. 

The graphical plots in Fig. 3 show that the precision of Bagging-Random tree classifier gives 0.953 whereas the 
REPTress gives 0.908 of precision. 
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Figure 4: Recall values of ensembles by REPTree Vs Random Tree 

 

Figure 5: F1 score values of ensembles by REPTree Vs Random Tree 

The graphical plots in Fig. 4 show that the Recall values of Bagging-Random tree classifier gives 0.953 whereas 
the REPTress gives 0.908 of Recall value. 

The graphical plots in Fig. 5 show that the F1-score of Bagging-Random tree classifier gives 0.953 whereas the 
REPTress gives 0.908 of F1-score. 
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Figure 6: ROC values of ensembles by REPTree Vs Random Tree 

 

The graphical plots in Fig. 6 show that the ROC value of the Bagging-Random tree classifier is 0.984 whereas 
the REPTress gives 0.96 of ROC value. 

All the graphical plots show that Bagging with Random tree decision tree classifier outperforms the REPTree in 
this case. Though the related works proved that bagging with REPtree improves the prediction accuracy, here the 
ensemble by Random tree classifier yields high performance in all evaluation measures. 

5. CONCLUSION 

This study brings the places of interest to know the importance of replication of data based on ensembles of 
decision trees. This method helps to reduce the imbalance in the decision class of data. We aim to analyse the replication 
on which percentage the classifier able to bring the better performance. In that case, it was observed that if the evaluation 
measures are higher than when bagging with Random tree than REPTree.  It seems the diabetic data . Thus in the specific 
data, sampling attains better performance by balancing them. Knowing medical data has more imbalance examples, our 
future study will be to analyse this method with other classifiers and thereby improve the resampling techniques. 

DATA AVAILABILITY: https://www.kaggle.com/datasets/mathchi/diabetes-data-set. 
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